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Abstract

Many researchers have analyzed the potential of using tweets
for epidemiology in general and for nowcasting COVID-19
trends in specific. Here, we focus on a subset of tweets that
mention a personal, COVID-related death. We show that fo-
cusing on this set improves the correlation with official death
statistics in six countries, while also picking up on mortality
trends specific to different age groups and socio-economic
groups. Furthermore, qualitative analysis reveals how politi-
cized many of the mentioned deaths are. To help others repro-
duce and build on our work, we release a dataset of annotated
tweets for academic research.

Introduction
During the COVID-19 pandemic, millions of people shared
personal updates on social media, thereby providing an up-
to-date account of the epidemiological situation. Due to its
popularity and (former) ease of access, Twitter (now X) in
particular has been used in efforts to nowcast epidemiologi-
cal statistics and to study public opinion on, say, lock-down
measures. We contribute to such efforts by providing an in-
depth analysis of tweets mentioning a personal death close
to the author. By using data from six countries, we show
that focusing on this subset of death-related tweets greatly
improves the correlation between tweet counts and official
statistics. Furthermore, we show that these tweets contain
interesting narratives, worth analyzing in their own right.

While our work is far from the first to look at the relation-
ship between COVID-related tweets and COVID statistics,
previous work did not attempt to identify mentions of in-
dividual deaths. For example, Cheng et al. (2021) observed
a temporal lag between the rise in the number of COVID-
19-related tweets and officially reported deaths 6–27 days
later. Similarly, Turiel, Fernandez-Reyes, and Aste (2021)
found evidence that COVID-19-related tweet intensity per
region can forecast the number of deaths, one month later.
Both Sarker et al. (2020) and Mackey et al. (2020) studied
self-reported COVID-19 symptoms and as well as recovery
progression and compared them with those reported in stud-
ies conducted in clinical settings. Conceptually, the work by
Paul, Dredze, and Broniatowski (2014) and Broniatowski,
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Paul, and Dredze (2013) is related to ours as they show that
for monitoring flu activity using tweets processed by a first-
person classifier is helpful as it separates tweets discussing
the flu in general from first-person reports of the flu.

Here, we analyze mentions of personally related COVID-
19 deaths on Twitter. We do so using both regular expression
(regex) based filtering as well as custom classifiers for iden-
tifying relevant tweets. Our main contributions are:

• We show that filtering for mentions of personal death im-
proves the correlation with official statistics, compared to
general COVID-related filtering.

• For the US, we find evidence for not only correlating with
overall deaths but also the male-to-female ratio of deaths.

• We describe patterns of shifting Android-to-iOS ratios in
tweets mentioning deaths, hinting at shifts in the socio-
economic status of people being affected.

• We describe the dominant narratives in tweets mention-
ing personal COVID-related deaths.

• We release a dataset* of tweets mentioning COVID-19
deaths, together with the code to reproduce our results.

Methodology
Dataset The initial collection of tweets based on multi-
lingual COVID-related keywords started in early 2020(Im-
ran, Qazi, and Ofli 2022). These tweets were geotagged us-
ing Nominatim† based on the user-specified location from
the user profile, the textual content of the tweet, or geo-
coordinates provided in the tweet. We removed countries
with high misclassification by Nominatim such as Colombia
(e.g. “Denver, CO” classified as Colombia). The collection
was further filtered for English tweets.

Further filtering was applied via regular expressions such
as my * passed, my * died, my * succumbed, lost * battle
to get the tweets that likely mentioned a personally related
COVID death. The filtered dataset contained about 1.2 Mil-
lion tweets from early January 2020 to the end of March
2021 – the end of the underlying data collection. In the fol-
lowing, we use tweets from March 2020 to the end of March
2021, unless specified otherwise.

*https://zenodo.org/doi/10.5281/zenodo.10839648
†https://nominatim.org/
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Country Total regex
filtered
death
tweets

Total classi-
fier filtered
death
tweets

Distinct
users

Total official deaths Pearson correlation be-
tween tweet counts and
official deaths

TBCOV Regex Classifier
Australia† 1,063 494 392 910 (ABS) 0.081 0.274 0.256
Canada† 3,052 1,386 1,143 22,960 (JHU) 0.614* 0.703** 0.676*

India† 1,737 952 857 162,927 (JHU) -0.28 0.53 0.724**

Italy† 421 303 289 109,317 (CPD) 0.391 0.673* 0.555*

United Kingdom‡ 9,636 5,219 3,995 152,704 (UKHSA) 0.697*** 0.775*** 0.788***

United States‡ 41,211 25,058 18,854 563,035 (CDC) 0.029 0.771*** 0.79***

Table 1: Basic data statistics and Pearson correlations with official COVID death statistics for the countries we looked at from
March 2020 to March 2021. The regex-filtered tweet counts are after the deduplication steps (†Monthly, ‡Weekly, * p < 0.05,
** p < 0.01, *** p < 0.001).

Data annotation To annotate if the tweet contained a
mention of COVID-related death, we randomly sampled 3k
tweets, as well as 15k tweets from the top 15 countries with
stratified sampling.‡ We used Appen§ as the platform for an-
notation. 1, 790 annotators participated and were asked to
answer the following questions: (i) Does the tweet refer to
the COVID-related death of one or more individuals person-
ally known to the tweet’s author?; (ii) What is the relation-
ship between the tweet’s author and the victim mentioned?;
and (iii) Relative to the time of the tweet, when did the men-
tioned death occur?

Checking for bots Due to the intense discussions sur-
rounding COVID-19, we were worried about bot involve-
ment. To assess this, on Jan 31, 2023, we compared the
percentage of active, deleted, and suspended Twitter users
in our dataset (79.5%, 13.1%, and 7.4%, respectively) with
that in a sample of tweets from April 2020/March 2021 pro-
vided by the Twitter Stream Grab project¶ (74.3%/82.2%,
18.3%/10.9%, and 7.4%/6.9%, respectively). Given that (i)
suspension is often linked to bot activity (Pierri et al. 2023),
and that (ii) the suspension percentages are similar in our
dataset on a generic sample, this suggests that overall bot
activity is not unusually prominent in our sample.

(Near) duplicate removal To remove (near) duplicates,
e.g., caused by “share this” buttons on news articles, as well
as by other semi-automated means, we applied the following
pipeline: i) Remove all retweets. ii) Remove tweets contain-
ing a URL but w/o attached media. iii) Use MinhashLSH
(Broder et al. 1998) to remove any near-duplicates in the re-
maining collection. We used the datasketch (Zhu et al. 2023)
library with parameters threshold=0.8, shingle size=4 and
num perms=256 for the Minhash LSH. After deduplication,
our dataset narrows down to 69k tweets (see Table 2).

Training the classifier To further remove false positives
from the regex-filtered dataset, we used the annotations to
train a binary classifier to detect tweets containing a men-

‡Data annotation was done before sub-setting to six countries.
§https://appen.com/
¶https://archive.org/details/twitterstream

tion of personal COVID-19-related deaths. We fine-tuned
the COVID-Twitter-BERT v2 model (Müller, Salathé, and
Kummervold 2023), which was trained on 97M tweets re-
lated to COVID-19. After finetuning for two epochs, we ob-
tained a 10-fold cross-validated average F1-score of 0.81
(σ = 0.04)¶. In the end, the (single-annotator)-(model)
agreement (κ = .53) exceeded the inter-annotator (κ = .42)
agreement in terms Cohen’s Kappa. The classifier classified
about 40k tweets (out of 69k) as having a mention of a per-
sonally related COVID-19 death. To avoid sparsity, we only
kept countries for which at least 20 tweets per month were
available (ignoring March 2020 and allowing for two months
having less than 20 tweets). This filtering left us with a total
of six countries, namely: Australia, Canada, India, Italy, the
United Kingdom, and the United States. We decided against
training a classifier for the author-victim relationship and the
relative time label due to highly imbalanced labels.

Results

Figure 1: Pearson correlations for the United States and
the United Kingdom between different tweet counts and
COVID-19 death and confirmed case counts.

¶Additional details about the hyperparameters and model train-
ing are available on the dataset and model release page.
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Example Tweet Remarks
Today was a good day
#happyday

Tweets w/o COVID-
related terms were filtered
out during the initial col-
lection.

The number of Covid-
related cases in our town
is increasing daily. :(
#covid19

Tweets w/o a mention of a
COVID-related death were
filtered out by the classi-
fier.

õUser reposted
My father died yesterday
due to Covid.

Retweets were removed
since we are interested in
personally related COVID-
19 deaths.

Rory Kinnear: My sis-
ter died of coronavirus
https://theguardian.com/
commentisfree/2020/...

Tweets with (non-media)
URLs were removed as
most of them quoted and
pointed to news articles.

User 1
My aunt lost her battle with
Covid yesterday.
User 2
My aunt lsot her battle with
covid yesterday.

Near-duplicate tweets, pos-
sibly due to bots, were re-
moved using MinhashLSH
as a precaution.

My brother died yesterday
due to Covid.

Such tweets remained at
the end of our data prepro-
cessing pipeline.

@politician Because of
you my brother died of
covid

Tweets in response threads
were also kept.

Table 2: Examples of different types of tweets. All except the
first one are covid-related. But only the last two are examples
of unique, personal reports of covid deaths.

Time-series analysis To evaluate whether death-specific
COVID-19 tweets are better for monitoring mortality trends
compared to all COVID-related tweets, we correlated counts
for different variants of filtered tweets with different offi-
cial statistics for COVID-related deaths in the six countries
(see Table 1). For the US we used the official data from the
CDC (National Center for Health Statistics 2023)†, for the
UK, the UK Health Security Agency (UKHSA)(UK Health
Security Agency 2023), for Italy, the Civil Protection De-
partment (CPD) (Civil Protection Department 2023), and,
for Australia, the Australian Bureau of Statistics (Australian
Bureau of Statistics 2023). For India and Canada, we use
data from the Center for Systems Science and Engineering
at Johns Hopkins University (CSSE JHU)(Dong, Du, and
Gardner 2020). For the US and the UK, we also used ag-
gregators such as the World Health Organization (WHO)
(World Health Organization 2023), and Google Covid-19
Open data (Wahltinez et al. 2022). For excess mortality (US
and UK), we used the Our World in Data (OWID) estimates
which are based on the Human Mortality Database (Barbi-
eri et al. 2015) and World Mortality Dataset (Karlinsky and

†We followed the CDC’s Sun-Sat week definition for the US,
but otherwise used a Mon-Sun definition.

Kobak 2021). To see how the regex/classifier filtering affects
the correlation, we also used two general geotagged COVID-
19 tweets datasets: TBCOV (Imran, Qazi, and Ofli 2022) and
MegaGeoCovExtended (Lamsal 2023). For the US and the
UK, we computed weekly correlations whereas for the re-
maining countries, we computed monthly correlations due
to data sparsity.

We did not apply any “lags” to the tweets as, based on
the data annotations, most tweets that explicitly mention the
(relative) time of death are made on the same or the next day.
We also do not apply such shifts to the official data as, by the
time of our analysis, initial reporting lags had been fixed.

We observed a higher correlation between regex-filtered
tweets and official deaths than with general COVID-related
tweets (TBCOV and MegaGeoCovExtended). Moreover, us-
ing the classifier (clf) on the regex-filtered tweets to further
remove false positives often further improved the correla-
tions (see Table 1). Detailed correlation results for the US
and UK can be found in Fig. 1. Fig. 2 shows the correspond-
ing time series.

Figure 2: Classifier-filtered tweets and TBCOV against the
official deaths from CDC (top) and the UKHSA (bottom).

Gender-based time-series analysis We also wanted to
know if death-specific tweets can provide a signal for the
trends in gender-disaggregated COVID deaths in the US
and UK. Due to data sparsity in the annotations, we used a
regex-based approach to assign a gender to the victim, such
as counting mentions of “mom” or “sister” as a female death.
We computed the correlation between the weekly gender
disaggregated tweets for the US and the UK against the of-
ficial weekly deaths by gender for the US (CDC, (National
Center for Health Statistics 2023)) and the UK (ONS, (Of-
fice for National Statistics 2023)). We ignored March 2020
due to its weeks having less than 20 tweets for the male and
female series. For the US, we found a correlation of 0.52
(p < 0.001) suggesting a weak signal. For the UK, a corre-
lation of −0.01 (p = 0.94) suggested no relationship.

Age group-based time-series analysis Similar to the
gender analysis, we used regex-based matching to map
terms such as “grandmother”, “grandpa” vs. “mother” or
“dad” into different generation categories. We computed
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the weekly correlation between the ratio for the parents-to-
grandparents tweets and the ratio of deaths in the 65+ vs.
35-64 age category (45-64 for the UK). There was only a
negligible correlation of 0.138 (p = 0.33) for the US and a
correlation of 0.169 (p = 0.23) for the UK.

Device usage as a socio-economic indicator Fatehkia
et al. (2020) showed that the device type used to access so-
cial media provides a signal for relative wealth differences
where, in general, Apple usage is linked to higher wealth
compared to Android usage. Moreover, McGowan and Bam-
bra (2022) showed that the mortality rates for COVID-19
were higher in socio-economically disadvantaged regions in
the US. Assuming that, due to homophily and the structure
of social networks, the socio-economic status of the tweet
author is correlated to the socio-economic status of the men-
tioned victim. We use the tweet metadata to analyze the de-
vices used, Apple vs. Android, during COVID-19 to look for
relationships in who was dying during a given period.

Figure 3: Ratio of Android-to-Apple devices used in tweets
mentioning COVID-19 deaths for the US and the UK.

Interestingly, the US trends in Fig. 3 agree with results by
Dukhovnov and Barbieri (2021) who found that during the
first wave (Mar-May 2020) the most socio-economically ad-
vantaged counties (i.e. lowest Android usage) were highly
affected. This pattern reversed after June, when we also ob-
serve a relative increase in Android usage in tweets men-
tioning deaths. Unfortunately, for the UK we could not find
directly applicable statistics to validate the observed trends.

Qualitative analysis Given that 56% of tweets from a
combined US-UK death-related dataset start by mentioning,
i.e. typically replying to, another user, we wondered if peo-
ple were blaming the government, or potentially others for
a lack of caution. For this exploratory analysis, we prepro-
cessed the tweets by removing hashtags, emoji, numbers,
URLs, and stopwords, and computed the most frequent bi-
grams in the combined data for the US and UK (Fig. 4). As a
proof-of-concept study, we sampled and inspected 50 tweets
for each of the following bigrams: “nursing home”, “death
certificate” and “wear mask”.

For “nursing homes”, most of the tweets mentioned that
an elderly family member died alone in the nursing home
due to COVID restrictions. Many of the tweets also blamed
a political figure, such as Donald Trump, for the death. The
bigram “death certificate” was mostly used in two contexts:
(i) in claims that the death certificate falsely listed COVID-
19, suggesting that the government tried to keep the case
count high, and (ii) in reports of missing COVID-19 on the
death certificate, despite testing positive, suggesting that the
government was trying to keep the case count low. Tweets

Figure 4: Top 100 bigrams for the US-UK combined dataset.

mentioning “wear mask” were mostly supportive of masks,
sometimes suggesting that a family member died because
someone else refused to wear a mask. Overall, there ap-
peared to be lots of politicization of family deaths, with em-
pathetic tweets such as “@user sorry for your loss. my dad
also died of covid-19” in the minority.

Discussion and Conclusion
While our analysis was done in retrospect, we advocate
for applying classifier-based filtering in any epidemiological
nowcasting setting. Beyond strengthening the correlations
with official statistics, our filtering strategy could improve
temporal stability. For example, Fig. 2 shows a decent fit be-
tween the unfiltered TBCOV and CDC death counts until
about Oct. 2020. However, after COVID had lost its “nov-
elty”, tweet counts no longer closely followed the occur-
rence of death, whereas the death-specific tweets continued
to track the occurrence. This observation mirrors learnings
from the failure of Google Flu Trends (Lazer et al. 2014).

Limitations Our analysis is only done on English content
on Twitter and the applicability to other settings needs to
be demonstrated. Double-counting is another challenge, as
someone’s deceased mother could be someone else’s aunt.
Our results show that despite this limitation, the trends in
the filtered timeline are closer to the official data. Finally,
both the classifier as well as the Nominatim-based geocod-
ing are noisy. We believe that an improvement here would
only further strengthen the overall results. Similarly, broad-
ening the initial regex used for filtering could increase the
overall dataset, helping to address sparsity challenges.

Ethical considerations At the individual level, data on
specific deaths could be misused for, say, scams. (“I’m your
grandpa’s illegitimate daughter.”). For this reason, we will
only share our data with academic researchers upon reason-
able request. At the societal level, if a government were to
use signals from social media for, say, allocating aid, this
could disadvantage communities with reduced social media
usage as their suffering would remain hidden. Furthermore,
reliance on these signals could attract bots and astroturfing,
again favoring better-resourced actors.

Conclusion Our work shows that more data is not always
better and that focusing on tweets explicitly mentioning a
COVID death is useful both for (i) monitoring trends in
COVID mortality in real-time, as well as (ii) picking up on
themes in discussion of such deaths. While arguably “obvi-
ous” in hindsight, we are unaware of other work exploring
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this simple yet effective strategy. We acknowledge that ap-
plying our insight to X with its more restricted access might
be difficult. However, we hope that together with the data
and code∗ we release, our insights can still be transferred to
other platforms such as, say, comments on YouTube.
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Ethics checklist
1. For most authors...

(a) Would answering this research question advance sci-
ence without violating social contracts, such as violat-
ing privacy norms, perpetuating unfair profiling, exac-
erbating the socio-economic divide, or implying disre-
spect to societies or cultures? Yes

(b) Do your main claims in the abstract and introduction
accurately reflect the paper’s contributions and scope?
Yes

(c) Do you clarify how the proposed methodological ap-
proach is appropriate for the claims made? Yes

(d) Do you clarify what are possible artifacts in the data
used, given population-specific distributions? Yes, see
the Limitations section. Another artifact, that could not
be mentioned in the paper but, that could be in the
dataset is multiple mentions of the death of the same
person by different users for example a public figure
which could cause an overestimation of the number of
deaths based on the tweets.

(e) Did you describe the limitations of your work? Yes,
see the Limitations section.

(f) Did you discuss any potential negative societal im-
pacts of your work? Yes, see the Ethical Considera-
tions section.

(g) Did you discuss any potential misuse of your work?
Yes, see the Ethical Considerations section.

(h) Did you describe steps taken to prevent or mitigate po-
tential negative outcomes of the research, such as data
and model documentation, data anonymization, re-
sponsible release, access control, and the reproducibil-
ity of findings? Yes, in the Ethical Considerations sec-
tion we mention that the dataset and the model will be
released with access control to academic researchers
on a reasonable request.

(i) Have you read the ethics review guidelines and en-
sured that your paper conforms to them? Yes

2. Additionally, if your study involves hypotheses testing...

(a) Did you clearly state the assumptions underlying all
theoretical results? NA

(b) Have you provided justifications for all theoretical re-
sults? NA

(c) Did you discuss competing hypotheses or theories that
might challenge or complement your theoretical re-
sults? NA

(d) Have you considered alternative mechanisms or expla-
nations that might account for the same outcomes ob-
served in your study? NA

(e) Did you address potential biases or limitations in your
theoretical framework? NA

(f) Have you related your theoretical results to the existing
literature in social science? NA

(g) Did you discuss the implications of your theoretical
results for policy, practice, or further research in the
social science domain? NA

3. Additionally, if you are including theoretical proofs...

(a) Did you state the full set of assumptions of all theoret-
ical results? NA

(b) Did you include complete proofs of all theoretical re-
sults? NA

4. Additionally, if you ran machine learning experiments...

(a) Did you include the code, data, and instructions
needed to reproduce the main experimental results (ei-
ther in the supplemental material or as a URL)? Yes

(b) Did you specify all the training details (e.g., data splits,
hyperparameters, how they were chosen)? No, due
to space constraints. These details are available on
the dataset and model release page on Zenodo. See:
https://doi.org/10.5281/zenodo.10839649

(c) Did you report error bars (e.g., with respect to the ran-
dom seed after running experiments multiple times)?
Yes, see the Training the classifier section.

(d) Did you include the total amount of compute and the
type of resources used (e.g., type of GPUs, internal
cluster, or cloud provider)? No, due to space con-
straints. These details are available on the dataset and
model release page on Zenodo. See: https://doi.org/10
.5281/zenodo.10839649

(e) Do you justify how the proposed evaluation is suffi-
cient and appropriate to the claims made? Yes, see the
Training the classifier section.

(f) Do you discuss what is “the cost“ of misclassification
and fault (in)tolerance? No, due to space constraints.
One possible “cost” of misclassification could be the
overestimation of deaths by the classifier for a cer-
tain region. If the policymakers were to use this for
decision-making, it could deprive other regions of the
necessary resources.

5. Additionally, if you are using existing assets (e.g., code,
data, models) or curating/releasing new assets, without
compromising anonymity...

(a) If your work uses existing assets, did you cite the cre-
ators? Yes

(b) Did you mention the license of the assets? No, since
the dataset isn’t publicly available.

(c) Did you include any new assets in the supplemental
material or as a URL? Yes, we include the dataset and
the code to reproduce the experiment as supplemental
material.

(d) Did you discuss whether and how consent was ob-
tained from people whose data you’re using/curating?
No, since we are analyzing publicly available Twitter
data. The sheer volume of the tweets also makes it dif-
ficult and using the data of only users who consented
could introduce bias to the data.

(e) Did you discuss whether the data you are using/cu-
rating contains personally identifiable information or
offensive content? Yes, due to the possibility of PII in
the tweets, we only release the dataset on reasonable
request from academic researchers.
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(f) If you are curating or releasing new datasets, did you
discuss how you intend to make your datasets FAIR
(see FORCE11. 2020. The FAIR Data principles. http
s://force11.org/info/the-fair-data-principles/)? No, not
in the paper but we have made our dataset available
on Zenodo following the FAIR guidelines. See: https:
//doi.org/10.5281/zenodo.10839649

(g) If you are curating or releasing new datasets, did you
create a Datasheet for the Dataset (see Gebru, T.; Mor-
genstern, J.; Vecchione, B.; Vaughan, J. W.; Wallach,
H.; Iii, H. D.; and Crawford, K. 2021. Datasheets
for datasets. Communications of the ACM, 64(12):
86–92)? Yes, we created a Datasheet for datasets
which is available along with the released dataset on
Zenodo. See: https://doi.org/10.5281/zenodo.1083964
9

6. Additionally, if you used crowdsourcing or conducted
research with human subjects, without compromising
anonymity...

(a) Did you include the full text of instructions given to
participants and screenshots? Yes, we include a sum-
mary of the instructions in the Dataset section and the
full instructions are available on the dataset release
page. See: https://doi.org/10.5281/zenodo.10839649

(b) Did you describe any potential participant risks, with
mentions of Institutional Review Board (IRB) ap-
provals? No, not in the paper due to space constraints.
The description of the instructions for annotation to
the human annotators on Appen started with: ’CON-
TENT WARNING: The task includes going through
mentions of death, and might cause emotional discom-
fort.’. We feel that this warning adequately describes
potential risks to the annotators.

(c) Did you include the estimated hourly wage paid to
participants and the total amount spent on participant
compensation? No, due to space constraints in the pa-
per. The annotators were paid approximately $15 per
hour. We spent a total of $116 and $471.38 for the 3k
and 15k annotation jobs on Appen respectively.

(d) Did you discuss how data is stored, shared, and deiden-
tified? Yes, some in the Ethical Considerations section.
Appen anonymized the annotator’s data before we ac-
cessed it. The dataset is stored in the Zenodo reposi-
tory and will be only shared with academic researchers
on a reasonable request.
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